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Abstract An algorithm, named gaze-based multiple
model intention estimator (G-MMIE), is presented for
early prediction of the goal location (intention) of hu-
man reaching actions. The trajectories of the arm mo-
tion for reaching tasks are modeled by using an au-
tonomous dynamical system with contracting behav-
ior towards the goal location. To represent the dynam-
ics of human arm reaching motion, a neural network
(NN) is used. The parameters of the NN are learned
under constraints derived based on contraction anal-
ysis. The constraints ensure that the trajectories of
the dynamical system converge to a single equilibrium
point. In order to use the motion model learned from
a few demonstrations in new scenarios with multiple
candidate goal locations, an interacting multiple-model
(IMM) framework is used. For a given reaching mo-
tion, multiple models are obtained by translating the
equilibrium point of the contracting system to different
known candidate locations. Hence, each model corre-
sponds to the reaching motion that ends at the respec-
tive candidate location. Further, since humans tend to
look toward the location they are reaching for, prior
probabilities of the goal locations are calculated based
on the information about the human’s gaze. The poste-
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rior probabilities of the models are calculated through
interacting model matched filtering. The candidate lo-
cation with the highest posterior probability is chosen
to be the estimate of the true goal location. Detailed
quantitative evaluations of the G-MMIE algorithm on
two different datasets involving 15 subjects, and com-
parisons with state-of-the-art intention inference algo-
rithms are presented.

Keywords Human intention inference - Information
fusion - Human-robot collaboration

1 Introduction

Human intention inference is the first natural step for
achieving safety in Human-Robot Collaboration (HRC)
(Tsai et al 2014; Dani et al 2014). Studies in psychology
suggest that when two humans interact, they infer each
other’s intended actions for safe interaction and collab-
oration (Baldwin and Baird 2001; Simon 1982). Taking
inspiration from how humans interact with each other,
the safety, operational efficiency, and task reliability in
HRC could be greatly improved by providing robots
with the capability to infer human intentions. For in-
stance, in Warrier and Devasia (2017); Liu et al (2016);
Li and Ge (2014), inference of the human partner’s in-
tention is shown to improve the overall performance
of tasks requiring HRC. While the word “intention”
is used to describe several characteristics in the con-
text of HRC, we define intention as the goal location
of reaching motions. In this work, we develop an al-
gorithm to infer the intention of human partners. To
this end, a Neural Network (NN) is used to learn the
complex dynamics of human arm reaching motion and
the learned model is used to infer the user’s intentions.
It is shown that humans and animals generate inher-
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Training the most visually salient location, but rather will corre-
7§L) __-_- spond to the best location given the specifications and
T demands of the task. These studies in Yarbus (1967);
Kleinke (1986); Flanagan and Johansson (2003); Gre-
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Figure 1 Block diagram illustrating the building blocks
of the gaze-based multiple-model intention estimator (G-
MMIE) algorithm.

ently closed-loop stable limb motions while perform-
ing reaching tasks (Schaal 1999). Hence, the problem
of learning the arm dynamics is formulated as a pa-
rameter learning problem under constrains, derived us-
ing contraction analysis of nonlinear systems (Lohmiller
and Slotine 1998), that aid in learning stable nonlin-
ear dynamics. Details of the learning algorithm can be
found in Ravichandar and Dani (2015b); Ravichandar
et al (2017). Once the model is learned, intention infer-
ence could be carried out by using the multiple-model-
intention estimator (MMIE) presented in Ravichandar
and Dani (2015a). The MMIE algorithm uses an in-
teracting multiple model (IMM) filtering approach in
which the posterior probabilities of candidate goal lo-
cations are computed through model-matched filtering
(cf. Bar-Shalom et al (2001); Granstrom et al (2015)).

However, the MMIE algorithm is not suitable for
cluttered environments with a large number of candi-
date goal locations. This is due to the fact that the
MMIE algorithm will have to consider a large number
of models and run equally many filters in parallel to
carry out the inference. A carefully designed prior dis-
tribution that is based on heuristics would render the
MMIE algorithm suitable to such scenarios by reducing
the number of candidate goal locations and, ultimately,
the time taken to infer the true goal location. In this
work, gaze information is used to compute the prior
distribution.

Human gaze and attention are known to be task-
dependent and goal-oriented (Yarbus 1967). Gaze cues
are proved to be efficient in communicating attention
(Kleinke 1986). In Flanagan and Johansson (2003), it is
demonstrated that adults predict action goals by fixat-
ing on the end location of an action before it is reached,
both when they execute an action themselves and when
they observe someone else executing an action. In Gre-
debéck and Falck-Ytter (2015), a survey of various stud-
ies that followed Flanagan and Johansson (2003) is pre-
sented. In Hayhoe and Ballard (2005), it is noted that
the point of fixation in a given scenario may not be

debéck and Falck-Ytter (2015) suggest that the use of
gaze information would be helpful in predicting the in-
tention or goal location of human reaching motions.

The contribution of this work involves using gaze
as a heuristic to compute the prior probabilities of the
candidate goal locations in order to perform early pre-
diction of the goal location of human reaching actions.
The convolution neural network (CNN)-based gaze es-
timation algorithm, presented in Recasens et al (2015),
is used to obtain a gaze map from a given RGB image.
The gaze map is a spatial map that contains the proba-
bility of each pixel being the gaze point. Then, the top
N, candidate goal locations are chosen by thresholding
and their prior probabilities are computed based on the
gaze map. The prior distribution is subsequently used
in a Bayesian setting to obtain a maximum-a-posteriori
(MAP) estimate of the goal location.

Compared to an earlier version of the G-MMIE algo-
rithm presented in Ravichandar et al (2016), this paper
presents (1) a comprehensive literature review, (2) a
detailed experimental evaluation, (3) quantitative com-
parisons with state-of-the-art intention inference algo-
rithms, and (4) a thorough discussion of the results.
The G-MMIE algorithm is evaluated by conducting four
experiments on two different datasets containing data
collected from 15 subjects.

Related Work

Algorithms for human-intention estimation are stud-
ied in various areas, such as human-computer inter-
action (Preece et al 1994) and human-robot interac-
tion (HRI) (Goodrich and Schultz 2007). The infer-
ence of such intentions are carried out by gathering
different modalities of information about the interac-
tion, e.g., by using gestures (Matsumoto et al 1999),
voice commands (Matuszek et al 2013), facial expres-
sions (Bartlett et al 2003), characteristics of the objects
in the workspace (Koppula et al 2013), human move-
ment (Mainprice et al 2015), or by measuring physiolog-
ical information, such as electromyography (Razin et al
2017), heart rate and skin response (Kulic and Croft
2007). Human intention inference has been studied by
using multivariate Gaussians (Razin et al 2017), hidden
Markov models (HMMs) (Ding et al 2011), dynamic
Bayesian networks (DBNs) (Gehrig et al 2011), grow-
ing HMMs (GHMMs) (Elfring et al 2014), Conditional
Random Fields (CRFs) (Koppula et al 2013), Gaussian
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mixture models (GMMs) (Luo et al 2017), and neural
networks (NNs) (Ravichandar and Dani 2017).

In Kulic and Croft (2007), an affective state estima-
tion algorithm based on HMMs is presented. The affec-
tive state, represented using valence/arousal character-
istics, is measured by using physiological signals, such
as heart rate and skin response. The valence/arousal
representation of human intention only indicates the
degree of approval to a given stimulus. In Song et al
(2013), human intention is predicted by visually ob-
serving the hand-object interaction in grasping tasks.
This work is specific to grasping motions and predicts
the required grasping configuration for a given task.
In Strabala et al (2013), handover tasks are studied
and the intention to handover an object is predicted
by using key features extracted from the vision and the
pose (position + orientation) data. The aforementioned
works, however, do not consider any hueristics to com-
pute a prior distribution to aid goal location prediction.
In Pérez-D’Arpino and Shah (2015), task-level informa-
tion is used to compute the prior distribution over the
goal locations. Unlike Pérez-D’Arpino and Shah (2015),
the G-MMIE algorithm leverages on gaze information
to compute the prior distribution and is task-agnostic.

In Friesen and Rao (2011), a Bayesian gaze follow-
ing method is introduced to explain how humans fol-
low each other’s gaze. Since gaze direction indicates
whether the human is paying attention to the robot,
many works have demonstrated the effectiveness of gaze
for ensuring safety in HRI (Traver et al 2000; Mat-
sumoto et al 1999). In Bader et al (2009), gaze is used
to explain the causal relationships between natural gaze
behavior and other input modalities or system states
in manipulation tasks. In Hart et al (2014), nonver-
bal cues including gaze are studied for timing coordina-
tion between humans and robots. A detailed review of
methods involving the use of gaze in HRI is presented
in Admoni and Scassellati (2017). In contrast to the
aforementioned studies that use gaze information, the
G-MMIE algorithm infers the goal location of reaching
motions by leveraging upon the availability of both hu-
man arm motion data and gaze information. Instead
of using gaze to evaluate the attentiveness of the hu-
man or identifying the point of fixation, the G-MMIE
algorithm computes the prior distribution of the goal
location by using the gaze information as a heuristic.

2 Learning Contracting Nonlinear Dynamics of
Human Reaching Motion

In this section, a method for learning the dynamics of
human arm reaching motion is presented. Consider a
state variable z (t) € R™ and a set of Np demonstra-

tions {Dl}fvfl representing reaching motions to various
goal locations. Each demonstration would consist of the
trajectories of the state {x (¢)}!=I and the trajectories
of the state derivative {& (t)}t:O from time t = 0 to
t = T. All state trajectories of the demonstrations are
translated such that they converge to the origin. Let
the translated demonstrations be solutions to the un-
derlying dynamical system governed by the following
first order differential equation

() = f(x(t) +w(t) (1)

where f: R™ — R"™ is a nonlinear continuously differen-
tiable function and w ~ N(0, Q.) is a zero mean Gaus-
sian process with covariance @).. Since all the trajec-
tories of the translated demonstrations converge to the
origin, the system defined in (1) could be seen as a glob-
ally contracting system. The nonlinear function f (-) is

modeled by using a neural network (NN): f(z(¢t)) =
T

WTo (UTs(t)) + e(s(t)) where s(t) = {x (t)T , 1] €
R™*! is the input vector to the NN, U € R*t!1X"» and
W € R"*" are the bounded constant weight matri-
ces, €(s(t)) € R™ is the function reconstruction error
that goes to zero after the NN is fully trained, nj, is
the number of neurons in the hidden layer of the NN,
T _

o(UTs (1)) = [Tepmommyy »* 5 Tea=OTm)

AR 1+exp(7([1]T5(t))nh)] is the vector-sigmoid activa-

tion function, and (U7's (t))Z is the i*" element of the
vector (U”s (t)). Note that only one NN is used to rep-
resent the dynamics of reaching motion trajectories that
converge to the origin. Arm motion trajectories per-
taining to different goal locations can be obtained by
corresponding liner translations of the solutions to the
dynamical system in (1).

The constrained optimization problem to be solved
in order to train a contracting NN is given by

{W,U} = arg Ivrl}llr]l {aEp + BEw} (2)
T
such that 2 M+M%§—7M7 M >0 (3)
Ox Ox

where Ep = Zi’;l [yi — ai]T [yi — a;], yi € R™ and a; €
R™ represent the target and the network’s output of the
ith demonstration, Eyy is the sum of the squares of the
NN weights, a, 5 € R are scalar parameters of regu-
larization (MacKay 1992), v € R is a strictly positive
constant, and M € R™*" represents a constant positive
symmetric matrix. The Jacobian, % is given by

of _ WT@U (UTs)

oz ox =W {El (UTS)] Uz )
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where for any b € RP, X' (b) € R™*™ is a diagonal
matrix given by

’

2 (b) = diag (0 (b1) (1 — o (b1)) ,
0 (b2) (1 =0 (b2)) ;-0 (bp) (L =0 (bp))), (5)

and U, € R™"*™ ig a sub-matrix of U formed by taking
the first n rows of U.

3 Gaze-based Prior Computation
3.1 Gaze Map Estimation

This section breifly describes the CNN, introduced in
Recasens et al (2015), that is used to extract gaze in-
formation from an RGB image. To this end, a deep
architecture of CNN is employed. The input (features)
to the CNN is a D,, x D, RGB image of the subject
looking at an object and the relative position of the
subject’s head in that image. The output is the gaze
map G of size D,, x D}, containing the probabilities of
each pixel being the gaze point.

Data: The dataset used for training the CNN model,
as described in Recasens et al (2015), is created by con-
catenating images from six different sources: 1548 im-
ages from SUN (Xiao et al 2010); 33790 images from
MS coco (Lin et al 2014); 9135 images from Actions40
(Yao et al 2011); 7791 images from PASCAL (Evering-
ham et al 2010); 508 images from the ImageNet de-
tection challenge (Russakovsky et al 2015); and 198097
images from the Places dataset (Zhou et al 2014).

Implementation of Convolution Neural Network
(CNN): The five layered CNN shown in Fig. 1 is im-
plemented using Caffe (Jia et al 2014). Images of size
224 x 224 x 3 are used for training the CNN. These in-
put images are filtered by 96 convolution kernels of size
11 x 11 x 3 and fed into the first convolution layer of
size 55 x 55 x 96. The output of the first layer is filtered
with 256 convolution kernels of size 5 x 5 x 48 and fed
to the second convolution layer. The subsequent three
layers are connected to one another without any pool-
ing layers between them. The third convolution layer
has 384 convolution kernels of size 3 x 3 x 256 con-
nected to the normalized and pooled outputs of the
second convolution layer. The fourth convolution layer
has 384 convolution kernels of size 3 x 3 x 192 and the
fiftth convolution layer has 256 convolution kernels of
size 3 X 3 x 192. The remaining four layers used in the
network are fully connected (FC) and are of sizes 100,
400, 200, and 169. See Recasens et al (2015) for a more
in-depth description of the CNN framework.

3.2 Computation of Prior Distribution using Gaze
Map

The average prior probability p;(0) of the jth object in
the scene is calculated as follows

pi(0) =Y (GGH)/NPy), (6)

iegP;

where G(7) is the probability of the ith pixel being the
gaze point, N P; is the number of pixels associated with
the jth object, and GP; is the set of all pixel locations
associated with the jth object. Of all the objects in
the scene, the objects that correspond to the top N,
average prior probabilities are chosen as the candidate
goal locations. The prior probability of each of the IV,
candidate locations being the goal location is calculated
as follows

Sicgp, (GG)/NP;)
Y Siegr, (GG)/NP;)

where 1;(0) is the prior probability of g; being the goal
location and g; refers to the location of the jth object.

1;(0) = ()

4 Intention Inference using Gaze Prior and
Motion Dynamics

Given the trained network and a trajectory of the reach-
ing hand, the problem involves inferring the goal loca-
tion ahead in time. Let a finite set of candidate goal
locations that the human can reach be G = {g1, go, - -
-, 9N, - Let the equilibrium point of the NN be the ori-
gin (z = Opx1). The NN learned from human demon-
strations is used to represent human motion. For each
goal location g;, the state vector and the corresponding
dynamics are defined as 7 () = [[xpos (t)—g;]7, 2L, (£)]T
and 37 (t) = f(2? (t)). Similarly, for a set of N, goal lo-
cations, a set of N, dynamic systems is formed. The
discretized versions of these systems are given by

2/ (k+1) =27 (k) + T, f (27 (k)) + Tsw(k) (8)

where j = 1,.., Ny and T, is the sampling period. The
measurement model is given by

z(k) = h(z(k)) + v(k), j=12,..., N, (9)
where z(k) is the measurement vector at time instant

k, v ~ N(0,R) is a zero mean Gaussian process with
) 100000 .
covariance R and h(z (k)) = [8 0100 8] x (k) is the

measurement function.

Let My, M, ...., My, represent the Ny, models de-
fined in (8) and (9) for the set of candidate goal lo-
cations G, the objective is to estimate p(g;|Z1.;). The
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expression p(gj|Z1.x) denotes the posterior probability
of each g; being the actual goal location given a set
of k measurements Z1., = [2(1),2(2),- - -, 2(k)]. Note
that p(g;]Z1.x) = p(M;|Z1.1) since the models and goal
locations have a one-to-one correspondence. Hence, in
order to obtain the posterior probabilities p(g;|Z1.x),
j = 1,..,Ng, the posterior probabilities of the models
p(M;|Zy1.), j = 1,..,Ng is computed. The posterior
probability p(M;|Z1.) is calculated using the Bayes’
theorem as follows p(M;|Z1.;) = ziﬁi%ﬁﬁ%ﬁwi)’
where p(Z1.x|M;) is the likelihood of M;, and p(M;)
is the prior probability of M;. In the IMM framework
with N, models, the likelihood functions p(Z1.x|M;) are
computed using N, filters running in parallel. The G-
MMIE algorithm uses extended Kalman filters (EKFs).
Each iteration of the IMM filter for intention inference
is divided into three main steps (cf. Bar-Shalom et al
(2001)). These steps are summarized in the remainder
of this subsection.

Interaction/Mixing: At the beginning of each it-
eration, the initial conditions (state estimate 2% (k —
1|k —1) and covariance P% (k—1|k—1) ), where super-
script 0 denotes initial condition, j denotes the number
of the filter, at time k, are adjusted by mixing the filter
outputs from the previous iteration (time instant k& —1)
in the following way

Ng

(k- 1k —1)=> &'k -1k —1) (10)
=1
Ny

POk =1k —1) = (k= 1k — 1) (11)
=1

{Pi(k = 1lk = 1) + [ (k — 1}k — 1) = &% (k — 1]k — 1)]
x[2'(k =1k —1) = 2% (k= 1}k = D"}, 5 =1,.., N

where #(k — 1|k — 1), Pi(k — 1|k — 1) are the state
estimate and its covariance respectively corresponding
to model M, at time k — 1 and the mixing probabilities
ti);(k — 1|k — 1) are given by

i (k= 1k —1) = M ij=1,2,..,N, (12)

j
where IT;; = p(M(k) = M;|M(k — 1) = M;) is the
model transition or jump probability and u;(k — 1) =
p(M;|Z1.—1) is the probability of ith model M; being
the right model at time k—1 and ¢; = vazl I (k—1)
are the normalizing constants.

Model Matched Filtering: Once the initial con-
ditions 2% (k—1|k—1) and P% (k—1|k—1) are available
for each filter, the state estimate and its covariance for
each model are computed using the EKFs matched to

the models. Along with the state estimates and the cor-
responding covariances, the likelihood functions A;(k)
are computed using the mixed initial condition (10)
and the corresponding covariance (11). The likelihood
A;(k), a Gaussian distribution with the predicted mea-
surement as the mean and the covariance equal to the
innovation covariance, is given by

Aj(k) =p(2(k)|M;(k), % (k - 1]k = 1),
PY(k— 1]k —1))
=N (2(k); 22 (klk — 1;2% (k — 1]k — 1)),

S9(k; PY(k =1k —1))), j=1,..,N, (13)

where S7(k; PY%(k — 1|k — 1)) is the innovation covari-
ance and 27 (k|k — 1; 2% (k — 1|k — 1)) is the jth filter’s
predicted measurement at time k.

Model Probability Update: After the likelihood
functions of the models A;(k) are available, the model
posterior probabilities p;(k) are calculated as follows

15 (k) = p(gil Z1:x) = p(M; (k)| Z1.x)

1 (k) = p(2 (k)| M;(k), Z1.5—1)p(M; (k)| Z1:5-1)
Aj(k)e; .
pi(k) = —2+-1—, J=1,2,....,Ng (14)
Sl Aj(k)e
and the goal location estimate §(k) is given by
g(k) = argmax p(g|Z1.1) (15)
geG

The optimization problem in (15) is solved by choos-
ing the location g; € G corresponding to the model M;
with the highest model probability u;(k) at time k.

Model Switch Detection: Tasks with a sequence
of reaching motions involve switching between consecu-
tive reaching motions. In such tasks, the switching time
instants are not known a priori. The G-MMIE algo-
rithm is able to detect the switches on-the-fly by ob-
serving the model probabilities. After a reaching motion
is complete, a change in the goal location estimate in-
dicates that the next reaching motion has begun. Once
the switch is detected, the gaze prior computed from
the current image is used to select the top N, objects.
The model probabilities are reinitialized to the newly
obtained gaze-prior. The implementation details of the
inference algorithm is given in Algorithm 1.

5 Experimental Validation

In order to validate the G-MMIE algorithm, a total
of four experiments are carried out. The algorithm is
coded in MATLAB and is run on a standard desktop
computer running Intel i7 processor with 8 Gigabytes
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Figure 2 Gaze-based prior computation: The input image (left), the gaze map overlaid on the input image (center), and the
computed prior probabilities of the top five objects (right).

of memory. The average computation time of the G-
MMIE algorithm for processing each frame and giving
out an estimate is 0.053 sec. The average computation
time is computed over a 100 sample trajectories. In all
experiments, the training and testing data are mutually
exclusive. In the training set, each trajectory is labeled
based on the ground truth goal location. Note that the
ground truth labeling is done only for the trajectories in
the training set. The computation of gaze-based priors
for a sample trajectory from Experiment 2 is illustrated
in Fig. 2. The objectives of each experiment is described
below:

— FExperiment 1: Evaluate and compare the ability of
the G-MMIE algorithm to infer intentions with that
of state-of-the-art inference algorithms.

— Ezxperiment 2: Evaluate the importance of gaze prior
in the G-MMIE algorithm in a cluttered scenario
with a large number of objects.

— FExperiment 3: Test the ability of the G-MMIE al-
gorithm to infer the goal locations of sequences of
reaching motions.

— FExperiment 4: Evaluate the ability of the G-MMIE
algorithm to infer sub-activity labels on an inde-
pendent dataset by using the Cornell’s CAD-120
dataset (Koppula et al 2013).

In all the experiments, the position and velocity of
the hand in 3-dimensional (3D) Cartesian space are
considered to be the elements of the state vector x(k) €
RC. The initial state estimate covariance ]5j(0)7 J =
1,2, -, Ny, the process noise covariance Q,i=1,-, Ny,
and the measurement noise covariance R are selected to
be 0.215x¢, 0.11gx6, and 0.21g«¢, respectively. The state
estimates 27, j = 1,2,--, N,, are initialized using the
first two measurement z(1) and z(2) (a finite difference
method is used for the velocity initialization). The diag-
onal and off-diagonal elements of the model transition
matrix are chosen to be II; (m,m) =1—0.01(N, — 1)
and I1;; (m,n) = 0.01,Ym # n, respectively, where
II;; (m,n) is the mnth element of II;;. The number

of goal locations to be considered (after thresholding
based on gaze priors) is empirically chosen be N, =
min(Ny,5) where N, is the total number of objects in
the scene.

5.1 Experiment 1

In this experiment, the G-MMIE algorithm is evalu-
ated on a testing data set comprised of a total of 1050
trajectories of reaching motions collected from 11 dif-
ferent subjects at 30 Hz using a Microsoft Kinect in
the Robotics and Controls Lab at UConn. A separate
set of 10 reaching trajectories from one of the 11 sub-
jects is used to train the motion model. The number
of neurons in the hidden layer is chosen to be 50. The
subjects are given no other instructions but to reach for
the objects. The test trajectories are collected in sce-
narios with a variety of initial positions, distinct motion
profiles, different object locations, and the number of
subjects simultaneously performing reaching motions.
Further, the number of objects on the table varied be-
tween 4 and 10. The total number of frames for each tra-
jectory is not fixed and the intended object is reached
at varying frame numbers (each trajectory contained
roughly 100 to 150 frames of tracked skeletal data).
The hand position data obtained from the subjects are
processed to obtain the velocity and acceleration esti-
mates using a Kalman filter (see Morato et al (2014) for
details). An exemplary sequence of images, illustrating
the goal locations inferred by the G-MMIE algorithm
as two subjects simultaneously perform reaching mo-
tions, is shown in Fig. 3. Note that when two subjects
reach for their respective goal locations simultaneously,
two separate instances of the G-MMIE algorithm (one
for each subject) are used to infer intentions. Further,
each reaching motion of each subject is counted as a
separate run.

Furthermore, the performance of the G-MMIE algo-
rithm is compared with that of the MMIE (Ravichandar
and Dani 2015a), the adaptive neural intention estima-
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Figure 3 Sequence of images (left to right) showing the intentions simultaneously inferred by the G-MMIE algorithm as two
subjects reach for their respective objects. The prior probabilities of the top 5 objects for both subjects (computed based on

their respective gaze maps) are overlaid on the first frame.

Algorithm 1: The G-MMIE algorithm

Observe the work space to estimate the set of all
goal locations;

Compute the gaze map G of the first image using the
trained CNN;

Compute the average prior probability of all the
objects in the scene using (6);

Choose the top N4 objects based on their average
prior probabilities as candidate goal locations;

Compute the prior probability distribution among
the Ny objects using (7) Obtain Ny models by
translating the original contracting system to all
candidate goal locations using (8);

Initialize 27 (0), P7(0), 5 =1,2,---, Ny and §(0);

Define the parameters of the system:
R,Hij,Qj,i,j = 1,2,",Ng;

while data for the current time step is present do
Read the current measurement z(k)

Mixing Probabilities:

Using previous state estimates and covariances
#(k—1),Pi(k—-1), j=1,2, -+, Ng, compute
the mixed initial estimates and covariances
209 (k — 1|k —1),P% (k- 1]k —1), j=1,2,--+,Ng
based on (10) and (11);

Model Matched Filtering:

From the mixed initial estimates and the
corresponding covariances from the previous
step, compute the state model likelihoods A; (t),
state estimates and covariances
#7(k), P7(k), j =1,2,- -+, Ny using extended
Kalman filters (EKFs) and (13);

Model Probabilities:

Compute the posterior probability of each model
p(M;|Z1.x) using (14) based on the output of
the previous step ;

Infer the goal location (intention) (k) using (15);

Model Switch Detection:
if Object is reached then
if model switch is detected then
Compute the gaze map G of the current
image and start over;
end

end
end
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Figure 4 Percentage of tests with correctly inferred inten-
tion as a function of the percentage of trajectory observed for
Experiment 1.

tor (ANIE) (Ravichandar and Dani 2017), and the un-
supervised online learning algorithm (UOLA) (Luo et al
2017). In Fig. 4, the percentages of tests where the in-
tention is correctly inferred by different algorithms are
shown as a function of the percentage of trajectory ob-
served.

5.2 Experiment 2

In Experiment 2, the importance of gaze prior is illus-
trated by considering a scenario with a large number of
objects. For this experiment, a total of 24 objects are
placed close to each other in a cluttered manner. No
additional offline training is performed and the same
models trained in Experiment 1 (using 10 trajectories
collected from one subject) is used in the evaluations.
A new set of 94 reaching trajectories are collected from
two subjects as part of the testing set. The data are
collected from the two subjects on separate occasions.
Similar to Experiment 1, the data are collected at 30 Hz
using a Microsoft Kinect in the Robotics and Controls
Lab at UConn. The initial conditions, motion profiles,
and object locations of the trajectories in the data set
are different. The recorded joint position data are fil-
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tered to obtain the velocity and acceleration estimates
using a Kalman filter.

To illustrate the advantage of the gaze prior, a se-
quence of images with the goal locations inferred by the
MMIE algorithm (Ravichandar and Dani 2015a) and
the G-MMIE algorithm is shown in Fig. 5. In Fig. 6,
the percentages of tests where the intention is correctly
inferred by different algorithms are shown as a function
of the percentage of trajectory observed.

5.3 Experiment 3

In this experiment, the G-MMIE algorithm is tested on
sequences of reaching motions in two testing scenarios.
In the first testing scenario, a set of five sequences, each
with four reaching motions, is collected from one sub-
ject. In this testing scenario, a total of 15 objects are
randomly placed close to each other in a cluttered man-
ner. The second testing scenario involved two subjects
collaborating to assemble a desk drawer. The assem-
bly involved 15 reaching motions and 6 candidate goal
locations. No additional offline training is performed
and the same models trained in Experiment 1 (using
10 trajectories collected from one subject) is used in
the evaluations.

The G-MMIE algorithm is found to detect the model
switch in all occasions of both the testing scenarios. In
Fig. 7, a sequence of images with the goal locations
inferred by the G-MMIE algorithm in the first testing
scenario is shown. A similar sequence of images for the
second testing scenario is shown in Fig 8.

5.4 Experiment 4

Modifications to the CAD-120 dataset: For the pur-
pose of using goal location prediction to identify sub-
activity labels, modifications to the CAD-120 dataset
are made following the steps described in Monfort et al
(2015). There are 10 sub-activities in the original CAD-
120 dataset: reaching, moving, pouring, eating, drink-
ing, opening, placing, closing, cleaning, and null. Each
sub-activity is considered to be associated with a goal
location (i.e., a one-to-one mapping between goal loca-
tions and sub-activity labels). The moving sub-activity
is considered to be a part of the succeeding sub-activity
and is merged with the following sub-activity. The null
sub-activity is ignored since it is not driven by a goal
location. The opening sub-activity is divided into two
new sub-activities, namely, opening-the-microwave and
opening-a-jar since they have different goal locations.

These modifications result in a total of nine sub-activities.

The goal locations of each sub-activities is computed by

Table 1 Results of labeling sub-activities in the CAD-120
dataset

‘ Algorithm ‘ Accuracy ‘ Macro Precision ‘ Macro Recall ‘
G-MMIE 20% sequence 67.25 55.32 + 16.76 52.7 +16.17
G-MMIE 40% sequence 83.98 76.16 + 12.62 73.33 £ 15.81
G-MMIE 60% sequence 95.54 98.95 + 5.23 92.63 + 6.43
G-MMIE 80% sequence 97.66 99.54 + 0.59 96.9 +1.44
G-MMIE 100% sequence 100 100 £ 0.0 100 £ 0.0
ANIE 20% sequence 58.21 40.34 £ 21.95 37.04 +27.67
ANIE 40% sequence 76.12 70.02 + 26.28 63.22 + 28.89
ANIE 60% sequence 92.54 97.57 +4.81 86.3 + 13.56
ANIE 80% sequence 95.52 98.59 +0.28 92.22 +11.76
ANIE 100% sequence 100 100 £ 0.0 100 £ 0.0
I-LQR 20% sequence 80.9 65.0 £ 3.1 773+24
I-LQR 40% sequence 82.5 73.4+£2.2 91.4 £+ 0.6
I-LQR 60% sequence 84.1 79.1£25 94.2 £+ 0.6
I-LQR 80% sequence 90.4 87.5+1.8 96.2 +0.3
I-LQR 100% sequence 100 100 £ 0.0 100+ 0.0
ATCRF 100% sequence 86.0 84.2+1.3 76.9+2.6

averaging over the observed goal locations in the train-
ing set.

Performance Evaluation: The dataset is randomly
divided into testing and training set with 10% of tra-
jectories allocated for the test set. The G-MMIE algo-
rithm’s effectiveness in inferring the sub-activity label
(measured in terms of accuracy, precision, and recall)
is evaluated at different percentages of trajectory that
is observed (20%, 40%, 60%, 80%, and 100%). An ex-
emplary sequence of images, illustrating the goal loca-
tions inferred by the G-MMIE algorithm as a subject
performs two reaching motions (one with each hand),
is shown in Fig. 9. In this experiment, the G-MMIE
algorithm is compared with the MMIE (Ravichandar
and Dani 2015a), ANIE (Ravichandar and Dani 2017),
I-LQR (Monfort et al 2015), and ATCRF (Koppula
et al 2013) algorithms. The results of the comparison
are summarized in Table 1. The statistics in Table 1,
pertaining to the ANIE, I-LQR and the ATCRF al-
gorithms, reported in Ravichandar and Dani (2017),
are used here for comparison. Accuracy is given by %i
where N denotes the number of correct classifications
and N7 is the total number of classifications. Precision
and recall are given by NT]PYIRFP and NTIZ:’VIRFN’ re-
spectively, where Ny p denotes the number of true pos-
itives, Npp denotes the number of false positives, and
Nppn denotes the number of false negatives.

6 Discussion

This section provides a discussion of the experimental
results presented in Section 5.

Experiment 1: In Experiment 1, the motion model
used in the G-MMIE algorithm is trained from 10 tra-
jectories collected from a single subject. The testing
set consists of 1050 trajectories, that are different from
the training trajectories, collected from 11 subjects.
The trajectories in the test set varied in terms of sev-
eral characteristics, such as motion profiles, number of
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Figure 5 Image sequence showing the intention inferred by the MMIE algorithm (dashed green box) and the G-MMIE
algorithm (solid red box) as a subject reaches for an object. A total of 24 objects are arbitrarily placed close to each other in
a cluttered manner. The MMIE algorithm does not have an estimate for the initial frame as all the objects are assigned equal

prior probability.
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Figure 6 Percentage of tests with correctly inferred inten-
tion as a function of the percentage of trajectory observed for
Experiment 2.

subjects simultaneously performing reaching motions,
number of objects (goal locations), and placement of
objects. The G-MMIE algorithm is shown to success-
fully predict the goal location of 79.71% of the trajec-
tories in the test set after observing 40% of the sub-
jects” arm motions. This accuracy increases to 92.47%
after observing 60% of the subjects’ arm motions. The
comparison of the G-MMIE algorithm’s performance
with that of the MMIE, ANIE, and UOLA algorithms
is shown in Fig. 4. After observing 20% of the tra-
jectory, the G-MMIE algorithm performs 9.71% bet-
ter than MMIE, 12.57% better than ANIE, and 11.52%
better than UOLA. After observing 40%, the G-MMIE
algorithm performs 11.04% better than MMIE, 13.62%
better than ANIE, and 8% better than UOLA. After
observing 60%, the G-MMIE algorithm performs 9.9%
better than MMIE, 6.67% better than ANIE, and 8.86%
better than UOLA. Finally, after observing 80%, the G-
MMIE algorithm performs 4.95% better than MMIE,
3.73% better than ANIE, and 4.28% better than UOLA.
This observation is to be expected since the G-MMIE
takes advantage of the the gaze information to compute
a prior distribution over the candidate goal locations.

Experiment 2: Examination of the results of Ex-
periment 2 reveals the importance of the gaze prior in
the G-MMIE algorithm. The experiment involved two
subjects performing reaching motions in front of a ta-
ble with a large number of objects placed in a clut-
tered manner. No part of the data collected for this
experiment is used to train the motion model used by
the G-MMIE. The comparison of the G-MMIE algo-
rithm’s performance with that of the MMIE, ANIE,
and UOLA algorithms is shown in Fig. 6. The G-MMIE
algorithm is shown to predict the correct goal loca-
tions earlier than the MMIE, ANIE, and UOLA algo-
rithms. Specifically, after observing 20% of the trajec-
tory, the G-MMIE algorithm performs 23.41% better
than MMIE, 27.66% better than ANIE, and 25.54%
better than UOLA. After observing 40%, the G-MMIE
algorithm performs 35.11% better than MMIE, 26.6%
better than ANIE, and 29.69% better than UOLA. Af-
ter observing 60%, the G-MMIE algorithm performs
19.15% better than MMIE, 21.28% better than ANIE,
and 25.53% better than UOLA. Finally, after observ-
ing 80%, the G-MMIE algorithm performs 4.26% bet-
ter than MMIE, 11.71% better than ANIE, and 9.58%
better than UOLA. The improvement in the intention
inference is justified since the subjects are more likely
to look directly at the object they want to reach for the
test scenario consisting of 24 objects placed in a clut-
tered manner. Thus, using gaze to compute a prior dis-
tribution provides valuable information about the true
goal location. Further, the gaze priors aid G-MMIE
in reducing the number of candidate goal locations,
thereby increasing the odds of accurate inference.

Experiment 3: The third experiment serves to val-
idate the G-MMIE algorithm’s ability to infer the goal
locations in a sequence of reaching motions. As a sub-
ject starts moving towards the first goal, the probabil-
ity associated with the first goal increases. Later, af-
ter reaching the goal location, as the subject starts to
move towards the next goal, probability associated with
the first goal decreases and that with the next goal lo-
cation increases. This change is considered as a ”goal
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Figure 7 Image sequence showing the intention inferred by the G-MMIE algorithm (solid yellow box) as a subject reaches
for two different objects in a sequence in the first testing scenario of Experiment 3. The fourth image shows the instant where
the model switch is detected and the gaze map is computed to reinitialize the model probabilities.
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Figure 8 Image sequence showing the intention inferred by the G-MMIE algorithm (solid yellow box) as the subject on the
left reaches for two different objects in sequence during a desk drawer assembly. The fourth image shows the instant where the
model switch is detected and the gaze map is computed to reinitialize the model probabilities.

Figure 9 Sequence of images (left to right) showing the intentions inferred by the G-MMIE algorithm as Subject #4 from
the CAD-120 dataset starts to reach for one object with his right hand and then reaches for another object with his left. The
prior probabilities of the top 5 objects computed at the begining of both reaching motions are overlaid on the corresponding

frames.

switch” and the probabilities of the goal locations are
reinitialized by computing the gaze-based priors. The
two testing scenarios used in this experiment simulate
instances where one or more subject(s) perform(s) a
series of reaching motions in order to collaboratively
accomplish a task. It is crucial in such scenarios that
the algorithm is capable of sequentially making correct
predictions and recognizing the switches from one mo-
tion to the next. The G-MMIE algorithm successfully
identifies the model switch and predicts the correct goal
locations on all occasions.

It is also observed that on a few occasions, the sub-
ject seems to not look directly at the goal location at the
beginning of the motion. In these scenarios, while the
gaze prior might not be helpful, the G-MMIE algorithm
is able to make the correct prediction as the subject’s
arm movement is taken into account. The gaze prior

is effective because people, more often than not, tend
to look at the object for which they are reaching as
evidenced by other studies in literature, such as Flana-
gan and Johansson (2003); Gredebéck and Falck-Ytter
(2015). Our experimental results also provide a strong
evidence towards the effectiveness of the gaze prior even
in the presence of scenarios where a person may not be
exactly looking at the object they are reaching for. A
sequence of images illustrating how the G-MMIE algo-
rithm overcomes this challenge is shown in Fig. 10.

Experiment 4: In the final experiment, the G-
MMIE algorithm’s ability to classify sub-activities on
the CAD-120 dataset is evaluated. The goal location
predictions of the G-MMIE algorithm are translated to
corresponding sub-activity labels. The comparison re-
sults indicate that the G-MMIE and I-LQR algorithms
perform more accurately than the ANIE and ATCRF
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Figure 10 Sequence of images (left to right) showing how the G-MMIE algorithm performs during one of the few occasions
when a subject is not looking in the direction of the goal location. While the gaze map does not provide much information
about the true goal location (the candidate with the highest gaze prior is indicated in the first image with a dashed yellow
box), the arm motion data aids the G-MMIE algorithm to make the correct prediction (indicated by solid yellow boxes).

algorithms. Specifically, the G-MMIE and I-LQR algo-
rithms achieve 67.5% and 80.9% accuracy after 20% of
the trajectory is observed, and 83.98% and 82.5% accu-
racy after 40% is observed, respectively. In contrast, the
ANIE algorithm achieves 58.21% accuracy after 20% of
the trajectory is observed, and 76.12% accuracy after
40% is observed. The ATCRF algorithm, on the other
hand, achieves 86% accuracy after the entire trajectory
is observed. This is likely due to the fact that both
G-MMIE and I-LQR algorithms are maximum a poste-
riori (MAP) estimators with heuristically designed pri-
ors, and thus compute better initial guesses compared
to ANIE and ATCRF algorithms.

7 Conclusion

The gaze-based multiple model intention estimator (G-
MMIE), to infer the goal locations of human reaching
motions, is presented. The goal location is estimated
using a multiple-model Bayesian framework. The prior
probability distribution of the goal location is computed
based on information about the subject’s gaze. The can-
didate goal location with the highest posterior proba-
bility is chosen to be the estimate of the algorithm.
A set of four experiments conducted on two different
datasets (one collected in-house and one independent)
with data collected from 15 subjects is used to vali-
date the G-MMIE algorithm. Owing to the advantage
of using gaze-based prior distribution, the G-MMIE al-
gorithm, on average, performs better than state-of-the-
art intention inference algorithms in terms of early pre-
diction of goal locations in a variety of scenarios. The
G-MMIE algorithm is also shown to be capable of accu-
rately inferring sub-activities in the CAD-120 dataset.
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