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Human Intention Inference Using
Expectation-Maximization Algorithm

With Online Model Learning
Harish Chaandar Ravichandar and Ashwin P. Dani

Abstract— An algorithm called adaptive-neural-intention
estimator (ANIE) is presented to infer the intent of a human
operator’s arm movements based on the observations from a
3-D camera sensor (Microsoft Kinect). Intentions are modeled
as the goal locations of reaching motions in 3-D space. Human
arm’s nonlinear motion dynamics are modeled using an unknown
nonlinear function with intentions represented as parameters.
The unknown model is learned by using a neural network. Based
on the learned model, an approximate expectation-maximization
algorithm is developed to infer human intentions. Furthermore,
an identifier-based online model learning algorithm is developed
to adapt to the variations in the arm motion dynamics, the
motion trajectory, the goal locations, and the initial conditions of
different human subjects. The results of experiments conducted
on data obtained from different users performing a variety of
reaching motions are presented. The ANIE algorithm is com-
pared with an unsupervised Gaussian mixture model algorithm
and an Euclidean distance-based approach by using Cornell’s
CAD-120 data set and data collected in the Robotics and Controls
Laboratoy at UConn. The ANIE algorithm is compared with the
inverse LQR and ATCRF algorithms using a labeling task carried
out on the CAD-120 data set.

Note to Practitioners—This paper addresses the problem of
inferring the goal location of a human hand motion observed
using an RGB-D sensor while performing reaching tasks,
such as picking up objects from a table. A Microsoft Kinect
(3-D camera) sensor is used to track the joints of the human
skeleton. The dynamics of the human arm motion are learned
from the demonstrations of a human reaching for different
objects on a workbench. An algorithm is presented that uses the
learned dynamic model to infer the goal location of the reaching
hand ahead of time. The goal location inference can be useful for
path planning and collision avoidance in applications involving
human–robot collaboration. The inference algorithm does not
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depend on the human subject or the number of objects and
their placement.

Index Terms— Human-robot interaction, intention inference,
expectation-maximization, neural network modeling.

I. INTRODUCTION

HUMAN intention inference is the first natural step for
achieving safety in human–robot collaboration (HRC),

e.g., manufacturing assembly operations [1]–[4]. Studies in
psychology show that when two humans interact, they infer the
intended actions of the other person and decide which proac-
tive actions to take based on this inference for safe interaction
and collaboration [5], [6]. In this paper, an inference algorithm
called adaptive-neural-intention estimator (ANIE) is presented
to estimate the intentions of human actions.

The complex dynamic motion of the human arm is
represented by using a state space model, where a neural
network (NN) model is used to represent the state propa-
gation [7], [8]. The positions and velocities of the joints of
human arm are used as the states. Intentions are modeled as
the goal locations of human arm reaching motions, which are
represented by the parameters of the state space model. The
problem of intention inference is solved as a parameter infer-
ence problem using an approximate expectation-maximization
(E-M) algorithm [9]. There are three sources of uncertainty in
the human arm motion model: the uncertain system dynamics,
the sensor measurement noise, and the unknown human intent.
The NN approximation can potentially allow considering user-
specific or object-specific characteristics, such as the size
and the shape of the object to be included as a part of the
dynamics. No specific results including object size and shape
are presented in this paper. This paper will be pursued in the
future.

A set of demonstrations capturing human arm joint position
trajectories for reaching motions is collected by using a 3-D
camera (Microsoft Kinect). Each recorded joint position trajec-
tory is labeled according to the corresponding true intention,
i.e., the 3-D goal location of the reaching motion. An NN
model is learned by using the labeled demonstrations of the
joint position trajectories. The learned NN model is then used
to infer the intention parameter using the ANIE algorithm.
The ANIE algorithm is an approximate E-M algorithm based
on the parameter estimation algorithm in [9] for the transition
models learned using NNs.

Different humans may reach the same point in 3-D space
in different ways based on their physical characteristics. This
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Fig. 1. Block diagram representation of the ANIE algorithm.

brings a challenge in using the model learned from the
demonstration data to represent joint position trajectories of
the other subjects. One way of updating the model in real
time is to use the E-M algorithm by optimizing the Q function
over the model parameters along with the intention. A closed-
form expression for model update using E-M exists, if the
model is linear or represented using a radial basis function NN
(RBF-NN) [10], [11]. However, the human arm motion
dynamics are highly nonlinear and the basis functions of
the NN are not restricted to RBFs in this paper. The ANIE
algorithm uses NNs with nonlinear sigmoid basis func-
tions. To overcome this challenge, an identifier-system-based
algorithm [12] is used for online model update. The identifier
system is designed using a robust feedback term, called robust
integral of the signum of the error (RISE). Based on the
Lyapunov analysis, the parameter update laws for model
update are derived using the error between the state estimate
generated by the identifier system and the state estimate from
the original system model. The inference algorithm is then
used with the updated model for early prediction of the
intentions. In Fig. 1, a block diagram of the ANIE algorithm
is shown.

Experiments are conducted using data collected from a 3-D
camera as well as the publicly available CAD-120 data set. The
ANIE algorithm is compared with the unsupervised Gaussian
mixture model (GMM) algorithm presented in [13] and the
Euclidean distance-based approach. For the data sets used in
testing, it is observed that the ANIE algorithm outperforms
both the unsupervised GMM algorithm and the Euclidean
distance-based approach in terms of the intention inference
accuracy, time of inference, and trajectory prediction accuracy.
Furthermore, experiments conducted with and without the
identifier-based model update show that the identifier-based
model update significantly improves the intention inference
accuracy. The ANIE algorithm shows comparable perfor-
mance in terms of accuracy and precision, and recall with
ATCRF [14] and inverse LQR (I-LQR) [15] algorithms.
I-LQR algorithm is better in prediction with 20% and 40% of
trajectory observed, whereas the ANIE algorithm shows better
performance when 60% and 80% trajectories are observed.

A. Background

Algorithms for human intention estimation are studied in
human–computer interaction [16] and human–robot interac-
tion [17]. The human intention is represented via modalities,
such as natural language instructions [18], human emo-
tion [19], human’s approval response [20], and human’s
activity [21]–[24]. The intentions are inferred by estimating/
measuring information about body posture [25], [26],

gestures [27], voice commands [18], eye gaze [28], facial
expressions [19], [29], object affordances [14], human skeletal
movement [23], [24], and physiological parameters (heart rate
and skin response) [20], [30].

Human intention inference has been studied by using
hidden Markov models (HMMs) [31]–[33], dynamic Bayesian
networks [34], [35], growing HMMs [36], conditional
random fields [14], [21], [37], [38], Gaussian processes (GPs)
[24], [39], GMMs [13], [40], and I-LQR [15]. The
ANIE algorithm models the human arm motion as a con-
tinuous nonlinear dynamical system (DS) of human skeletal
joints approximated using an NN, where reaching intentions
are modeled as the parameters.

In [41], human intention, represented by grasping config-
uration, is predicted by visually observing the hand–object
interaction in grasping tasks. In [26], the human’s intention to
handover an object is predicted by using key features extracted
from a vision sensor. In [14] and [21], the intended activities
of human subjects are inferred by modeling spatial-temporal
relations through object affordances. In [22], the activities
of human agents are inferred by using the HMM of the
robot’s experience and its interaction with the environment.
In [31], a human intent estimation algorithm based on the
fuzzy inference logic is presented. In [20], the affective
state estimation algorithm based on the HMM is developed.
Both in [31] and [20], human intention is represented using
valence/arousal characteristics, which are measured by using
physiological signals, such as heart rate and skin response.
The valence/arousal representation of human intention only
indicates the degree of approval to a given stimulus. However,
the human motion is not modeled using a continuous DS of
human skeletal joints.

In [24], a latent variable model called intention-driven
dynamic model is proposed to infer intentions from
the observed human movements. Robot table tennis and
human activity classification are demonstrated using a belief
propagation algorithm coupled with the intention-driven
dynamical model (IDDM). In [23], human motion dur-
ing collaborative manipulation is predicted by using an
inverse optimal control approach. In [13], human inten-
tion inference algorithm is developed using unsupervised
GMMs, where the parameters of GMMs are learned using
E-M algorithm. The framework presented in [13] provides an
unsupervised online learning algorithm, while the algorithms
presented in [23] and [24] do not involve online learning.
However, the methods presented in [23], [24], and [13] do
not provide any theoretical guarantees on the model learning.
In this paper, Lyapunov-based stability analysis is developed
to derive the parameter update laws for identifier-based online
model update. The analysis ensures the asymptotic conver-
gence of the state identification errors and their derivatives
between the learned model and the true model. The guarantees
on online learning could be very useful in tasks, where the
training data are limited and predictions have to be made about
new users with varying motion dynamics in new environments.
For instance, consider an assembly task in a manufacturing
environment, where the NN is trained using data obtained
from a user assembling parts to build an object. If the trained
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NN is used for a new user assembling parts of a similar
object, the NN approximation error is likely to be high as the
motion profiles will be different for different users assembling
different parts. However, as new data become available, the
presence of the feedback term (RISE) allows the identifier
system to implicitly learn the network weights and minimize
the effects of NN approximation errors [12].

II. PROBLEM DESCRIPTION AND SOLUTION APPROACH

Consider a 3-D workspace with human performing tasks,
such as picking up objects placed on a table. The human
operator reaches out to different objects placed on a table
and a robot watches the human through a 3-D camera sensor
mounted on its head. This paper addresses the problem of
inferring the goal location, where the human hand is intended
to reach. For human motion is highly nonlinear and uncertain,
an NN is used to model the human arm motion. The NN is
trained by using a data set containing RGB-D demonstrations
of a human reaching for predefined target locations in a
given workspace. When a set of new measurements become
available, the trained NN is used to estimate the intention (goal
location) using an approximate E-M algorithm that is adapted
for dynamic models learned using the NNs. Furthermore, the
weights of the NN model are updated iteratively using an
identifier-based algorithm to adapt to variations in the start
locations and trajectories of the human arm.

III. SYSTEM MODELING

The dynamics of human arm motion are modeled using
a nonlinear transition function of joint positions, velocities,
and intentions, which are represented by the goal location of
the human hand. For the above-mentioned problem scenario,
the human intention is denoted by g ∈ G, where G =
{g1, g2, . . . , gn}, and gi ∈ R

3 represents a 3-D location of
an object on a table. The true intention g is one of the
finite number of goal locations (target objects) g′

i s. The state
xt ∈ R

24 represents the positions and velocities of four points
on the arm (shoulder, elbow, wrist, and palm) that describe the
position of the arm at a given time t , and zt ∈ R

24 represents
the measurement obtained after filtering the camera sensor data
(See Section VI for details) at a given time t . All locations are
specified in the 3-D Cartesian space. It should be noted that
the ANIE algorithm can also support g defined as a continuous
variable. The modeling of g as a continuous variable would
be suitable in scenarios, where it is not possible to obtain all
possible object/goal locations.

A. State Transition Model

The state transition model is described by the following
equation:

ẋt = f ∗
c (xt , g) + ωt (1)

where {ωt } ∼ N (0, Qc) ∈ R
24 is a zero-mean Gaussian

random process with a covariance matrix Qc ∈ R
24×24,

f ∗
c (xt , g) : R

24 × R
3 → R

24 is assumed to be a analytical
function. The nonlinear function f ∗

c (xt , g), defined in (1), is
modeled using an NN given by

f ∗
c (xt , g) = W T σ(U T st ) + ε(st ) (2)

where st = [[x T
t , gT ], 1]T ∈ R

28 is the input vector to
the NN, σ(U T st ) = [(1/(1 + exp((−U T st )1))),
(1/(1 + exp((−U T st )2))), . . . (1/(1 + exp((−U T st )i ))), . . .
(1/(1 + exp((−U T st )nh )))]T is the vector-sigmoid activation
function, and (U T st )i is the i th element of the vector (U T st );
U ∈ R

28×nh and W ∈ R
nh×24 are the bounded constant

weight matrices, ε(st ) ∈ R
24 is the function reconstruction

error, and nh ∈ Z
+ is the number of neurons in the hidden

layer of the NN.

B. Brief Review of Offline Model Training

The training of the NN is done using the data consisting
of the human arm’s joint locations, joint velocities, and joint
accelerations along with the intended target locations. The NN
is trained using Bayesian regularization [42]. The objective
function used to train an NN using Bayesian regularization
is given by J (U, W ) = Kα ED + Kβ EW , where ED =∑

i ‖yi − ai‖2
2 is the sum of squared errors, yi is the target

output, ai is the network’s output, EW is the sum of the squares
of the NN weights, and Kα and Kβ are the parameters of
regularization that can be used to change the emphasis between
reducing the reconstruction errors and reducing the weight
sizes, respectively. Details pertaining to gathering training data
from human subjects are described in Section VI.

C. Measurement Model

The measurements of human skeleton’s joint positions are
obtained using a camera sensor. The human skeleton is defined
using 20 joints. The measurements are obtained in the cam-
era’s reference frame. Let pc = (xc, yc, zc)T be a point in the
camera reference frame and pr = (xr , yr , zr )T be a point in
the robot reference frame. The points pc and pr are related by

pc = Rc
r pr + T c

r (3)

where Rc
r ∈ SO(3) and T c

r ∈ R
3 are the rotation matrix

and the translation vector, respectively, between the robot
reference frame and the camera’s reference frame. The camera
sensor measures the 3-D locations of the skeleton’s joints.
The raw position measurements obtained from the camera
sensor are fed to a Kalman filter, such as the one in [43],
to obtain the position and velocity estimates, which are used
as measurements in the intention inference algorithm. Design
and implementation details of the Kalman filter can be found
in Appendix A.

The measurement model is given by

yt = h(xt ) + υt (4)

where h(xt ) = H xt + b, b = [[T c
r ]T , [T c

r ]T ,
[T c

r ]T , [T c
r ]T , 01×12]T , and H = diag{Rc

r , Rc
r , . . . , Rc

r } ∈
R

24×24 is a block diagonal matrix, and {υt } ∼ N (0,�z) ∈
R

24 is a zero-mean Gaussian noise with a covariance matrix
�z ∈ R

24×24. The measurement noise {υt } is assumed to
be independent of the process noise {ωt } defined in (1).
The measurement model of the shifted measurement vector1

zt = yt − b at time t is given by

zt = H xt + vt . (5)

1Note that b is a known constant.
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IV. INTENTION INFERENCE

Our approximate E-M algorithm extends the work in [9] to
the state transition models learned using NNs. Once the NN
model is trained, the intention g can be inferred iteratively
as new measurements become available. The E-M algorithm
requires the state transition model to be in the discrete form.
The state transition model defined in (1) is discretized using
first-order Euler approximation yielding

xt = f (xt−1, g) + ωt Ts (6)

where f (xt−1, g) = xt−1 + W T σ(U T st−1)Ts , and Ts is the
sampling period. In order to infer intention, the posterior
probability of ZT given the intention g is maximized using
a maximum-likelihood criterion, where ZT = z1:T 2 is a set
of observations from time t = 1 to t = T . The process noise
of the discretized system in (6) is given by Q = T 2

s Qc. The
log-likelihood function of the intention g is given by

l(g) = log p(ZT |g) (7)

which can be obtained after marginalizing the joint distribution
p(XT , ZT |g) over XT , where XT = x1:T is a collective
representation of states from time t = 1 to t = T . In general,
analytically evaluating this integral is extremely difficult. The
E-M algorithm and other approximation techniques based
on particle filtering are used to circumvent this problem.
In this paper, an approximate E-M algorithm is used with
modifications for handling state transition models trained using
the NN. Using the fact that EXT {log[p(ZT |g)]|ZT , ĝt} =
log p(ZT |g), the log-likelihood defined in (7) is decomposed
in the following way:

log p(ZT |g) = Q(g, ĝt) − H(g, ĝt) (8)

where Q(g, ĝt) = EXT {log[p(ZT , XT |g)]|ZT , ĝt}
is the expected value of the complete data
log-likelihood, given all the measurements and intentions,
H(g, ĝt) = EXT {log[p(XT |ZT , g)]|ZT , ĝt }, EXT (·) is
the expectation operator, and ĝt is the estimate of g at
time t . It can be shown using Jensen’s inequality that
H(g, ĝt) ≤ H(ĝt , ĝt ) [44]. Thus, in order to iteratively
increase the log-likelihood, g has to be chosen such that
Q(g, ĝt) ≥ Q(ĝt , ĝt ). The E-Step involves the computation
of the auxiliary function Q(g, ĝt) given the observations ZT

and the current estimate of the intention ĝt . The M-Step
involves the computation of the next intention estimate ĝt+1
by finding the value of g that maximizes Q(g, ĝt).

The E-Step involves the evaluation of the expectation of
the complete data log-likelihood, which can be rewritten as

Q(g, ĝt) = EXT {V0 +
T∑

t=1

Vt (xt , xt−1, g)|ZT , ĝt }. (9)

In the case of {vt } and {wt } being Gaussian, V0 and
Vt (xt , xt−1, g) are given by

V0 = log[p(x0|g)] = log[p(x0)]
= const − 1

2
log[|P0|] − 1

2
(x0 − μ0)

T P−1
o (x0 − μ0)

2T is not fixed and could be different for training and testing data

Vt (xt , xt−1, g)

= log[p(zt |xt)] + log[p(xt |xt−1, g)] (10)

where μ0 and P0 are the initial state mean and covariance,
and | · | is the determinant operator

log[p(zt |xt )] = −1

2
log[|�z |]

− 1

2

{
(zt − h(xt ))

T �−1
z (zt − h(xt ))

}

(11)

log[p(xt |xt−1, g)] = −1

2
log[|Q|]

− 1

2
{(xt − f (xt−1, g))T

× Q−1(xt − f (xt−1, g))}. (12)

Note that in (10), log[p(zt |xt , g)] is replaced by log[p(zt |xt )].
This is because, in (4), the measurement zt does not depend
on the intention g. When attempting to optimize (10), the
main difficulty arises because of the nonlinearity of the
state transition model. The nonlinear state transition model
is represented by an NN in our case. In order to compute
the expectation of the log-likelihood in (12), the expression
given in the second line of (12) (terms inside the curly
brackets) is linearized about x̄t and x̄t−1 using the Taylor
series expansion. In practice, the points of linearization {x̄t}
are obtained from the measurements {zt } by ignoring the
measurement noise and inverting the measurement func-
tion given in (5). Let Ṽt = (xt − f (xt−1, g))T Q−1(xt −
f (xt−1, g)), and the Taylor series expansion of Ṽt is
given by

Ṽt ≈ Ṽt (x̄t , x̄t−1) +
[

∂ Ṽt (x̄t , x̄t−1, g)

∂xt

]T

[xt − x̄t ]

+
[

∂ Ṽt (x̄t , x̄t−1, g)

∂xt−1

]T

[xt−1 − x̄t−1]

+ 1

2
[xt − x̄t ]T ∂2Ṽt (x̄t , x̄t−1, g)

∂xt∂xt
[xt − x̄t ]

+ 1

2
[xt−1 − x̄t−1]T ∂2Ṽt (x̄t , x̄t−1, g)

∂xt−1∂xt−1
[xt−1 − x̄t−1]

+ 1

2
[xt − x̄t ]T ∂2Ṽt (x̄t , x̄t−1, g)

∂xt∂xt−1
[xt−1 − x̄t−1] + · · · .

(13)

The derivatives of Ṽt are given by the following equations:
∂ Ṽt

∂xt
= (Q−1 + Q−T )(xt − f (xt−1, g)) (14)

∂ Ṽt

∂(xt−1)i
=

[
∂ Ṽ

∂ f

]T
∂ f

∂(xt−1)i
(15)

∂2Ṽt

∂xt∂xt
= Q−1 + Q−T (16)

∂2Ṽt

∂xt∂xt−1
= −(Q−1 + Q−T )

[
∂ f

∂xt−1

]

(17)
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∂2Ṽt

∂(xt−1)i∂(xt−1) j
=

[
∂2Ṽ

∂ f (∂xt−1)i

]T
∂ f

∂(xt−1) j

+ ∂2 f

∂(xt−1) j∂(xt−1)i

[
∂ Ṽ

∂ f

]

(18)

where [∂ Ṽ /∂ f ] = −[Q−1 + Q−T ][xt − f (xt−1, g)] and
[(∂2Ṽ )/(∂ f (∂xt−1)i )] = [Q−1+Q−T ]T (∂ f /(∂(xt−1)i )). Note
that (∂ f /(∂xt−1)) is the submatrix of the Jacobian of the
NN that can be obtained by ignoring the rows pertaining
to (∂ f /∂g). Thus, the Jacobian (∂ f /(∂xt−1)) can be derived
by taking the first n columns of (∂ f /∂st−1), where n is the
number of states. The Hessian ((∂2 f )/(∂(xt )∂(xt))) can be
derived in a similar fashion. The analytical expressions for
the Jacobian and Hessian are provided in Appendix B. Using
(13)–(18), the expectation in (9) can be written as

Q(g, ĝt)

= −1

2
log[|P0|] − T

2
log[|�z |] − T

2
log[|Q|]

− 1

2
tr{P0(P̂0 + (x̂0 − μ0)(x̂0 − μ0)

T )}

− 1

2

T∑

t=1

tr
{
�−1

z ([zt − H x̂t][zt − H x̂t ]T + H P̂t H T )
}

− 1

2

T∑

t=1

Ṽt (x̄t , x̄t−1, g)

− 1

2

T∑

t=1

⎡

⎣

[
∂ Ṽt (x̄t , x̄t−1, g)

∂xt

]T

[x̂t − x̄t ]
⎤

⎦

− 1

2

T∑

t=1

⎡

⎣

[
∂ Ṽt (x̄t , x̄t−1, g)

∂xt−1

]T

[x̂t−1 − x̄t−1]
⎤

⎦

− 1

4

T∑

t=1

tr

{
∂2Ṽt (x̄t , x̄t−1, g)

∂xt∂xt

× (P̂t + [x̂t − x̄t ][x̂t − x̄t ]T )

}

− 1

4

T∑

t=1

tr

{
∂2Ṽt (x̄t , x̄t−1, g)

∂xt−1∂xt−1

× (P̂t−1+ [x̂t−1− x̄t−1][x̂t−1− x̄t−1]T )}
}

− 1

4

T∑

t=1

tr

{
∂2Ṽt (x̄t , x̄t−1, g)

∂xt∂xt−1

× (P̂t,t−1+ [x̂t − x̄t ][x̂t−1− x̄t−1]T )

}

− · · ·
(19)

where x̂t and P̂t are the state estimate and its covariance,
respectively, x̂0 and P̂0 are their initial values, and P̂t,t−1 is
the cross covariance of the state estimates at times t and t −1.
The state estimate x̂t and the covariances P̂t and P̂t,t−1 are
obtained by using an extended Kalman filter (EKF). In order
to linearize the transition model for the EKF at the current

time step t , the state estimate x̂t−1 values from the previous
time step are used as the point of linearization. The equation
in (19) can be written in an iterative form to calculate the
value of the Q function at every iteration.

The M-step involves the optimization of Q(g, ĝt) over g as
described by the following expression:

ĝt+1 = arg max
g

Q(g, ĝt). (20)

This step can be carried out in two different ways, viz.,
numerical optimization or direct evaluation as described in
the following.

A. Numerical Optimization of the Q Function

One way to maximize the Q function is to use the GradEM
algorithm [45], where the first few iterations of Newton’s
algorithm are used for the M-step. This method involves
optimizing the Q function over R

3. The update equation for ĝ,
through GradEM algorithm, is given by

ĝk+1 = ĝk − H(Q)−1
(Q) (21)

where ĝk is the estimate of g at the kth iteration of the opti-
mization algorithm, and H(Q) and 
(Q) are the Hessian and
Gradient of the Q function, respectively. Note that numerical
optimization methods need to run at every time step of the
E-M algorithm. In real-time implementations, the number of
iterations for the optimization in (21) could be chosen based
on computational capabilities. This is similar to using the first
iteration of Newton’s method. The Hessian of the Q function
can be numerically approximated and the analytical expression
for the gradient of the Q function is provided in Appendix C.

B. Direct Evaluation of the Q Function

Another way to infer g is to evaluate the Q function for
all possible g′

is (the goal locations) in G and obtain ĝt+1 as
described by the following expression:

ĝt+1 = arg max
g∈G

Q(g, ĝt). (22)

This method involving direct evaluation of the Q function is
possible if all possible goal locations are known a priori and
are finite. This is not an unusual case in the context of the
problem scenario described in Section II. Image processing
algorithms can be used to detect the objects on the workbench
and extract the 3-D locations using the camera data.

V. ONLINE MODEL LEARNING

This section describes the online learning algorithm used to
update the weights of the NN model. The online learning of
the NN weights is important to make the inference framework
robust to variations in starting arm positions and various
motion trajectories taken by different people. The NN weights
are updated iteratively as new data become available. To this
end, a state identifier is developed that computes an estimate
of the state derivative based on the current state estimates
obtained from the EKF and the current NN weights. The
identifier state error is computed based on its estimate and
measurement. The error in the state is used to update the NN
weights for the next time instance. The identifier uses a robust
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integral of the signum of the error (RISE) feedback [46] to
ensure asymptotic convergence of the state estimates and their
derivatives to the true values. The weight update equations are
computed using Lyapunov-based stability analysis.

The state identifier is given by

˙̂xidt = Ŵ T
t σ

(
Û T

t ŝt
) + μt (23)

where Ût ∈ R
28×nh , Ŵt ∈ R

nh×24, ŝt = [[x̂ T
idt

, ĝT
t ], 1]T ∈ R

28,
ĝt ∈ R

3 is the current estimate of g from the E-M algorithm,
x̂idt ∈ R

24 is the current identifier state, and μt ∈ R
24 is

the RISE feedback term defined as μt = kx̃t − kx̃0 + νt ,
where x̃t = xt − x̂idt is the state identification error at time t ,
and νt ∈ R

24 is the Filippov generalized solution [12] to the
following differential equation:

ν̇t = (kα + γ )x̃t + β1sgn(x̃t ); ν0 = 0 (24)

where k, α, γ , β1 ∈ R
+ are positive constant control gains, and

sgn(·) denotes a vector signum function. The weight update
equations are given by

˙̂Wt = proj
(
wσ̂ ′

t Û T
xt

˙̂xidt x̃
T
t

)

˙̂Uxt = proj
(
ux

˙̂xidt x̃
T
t Ŵ T

t σ̂ ′
t

)

˙̂Ugt = proj
(
ug

˙̂gt x̃
T
t Ŵ T

t σ̂ ′
t

)
(25)

where proj(·) is a projection operator defined in [47],
Ûxt and Ûgt are the submatrices of Ût formed by taking the
rows corresponding to x̂idt and ĝt , respectively, σ̂ ′

t is the first-
order derivative of the sigmoid function with respect to its
input Û T ŝt , and w , ux , and ug are constant weighting
matrices of appropriate dimensions. In the online learning
algorithm, ĝt from the E-M algorithm is used. Hence, for the
online learning step, ĝt is assumed to be a known parameter.
The derivative of the intention estimate ˙̂gt is computed
using the finite difference method. It is shown in Appendix D
that the identifier defined in (23) along with the update
equations defined in (25) is asymptotically stable, and the state
identification error converges to zero. The learning algorithm
is described in Algorithm 1.

VI. EXPERIMENTAL RESULTS

In order to validate the ANIE algorithm, four different
experiments are conducted using data obtained from a
Microsoft Kinect (3-D camera) for Windows VI in the Robot-
ics and Controls laboratory at UConn and using the publicly
available Cornell’s CAD-120 data set [14]. The joint position
data obtained from the subjects are preprocessed to obtain
the velocity and acceleration estimates using a Kalman filter
(See Appendix A). Each demonstration is labeled based on
the ground truth goal location in the filtered data. Note
that the goal location labeling is required and done only
for demonstrations that are a part of the training data. The
measurements are processed on a standard desktop computer
running Intel i3 processor and 8 GB of memory. The algorithm
is coded in MATLAB 2014a. The average computation time
for processing each frame and giving out an estimate is
0.05 sec. The average computation time is computed over
a sample trajectory consisting of 78 frames. In the first

Algorithm 1: Intention Inference With Online Model
Update Algorithm

Obtain demonstrations;
Using a Kalman filter, obtain position, velocity, and
acceleration estimates for the demonstrations;
Label the training data based on the correspoding goal
locations;
Learn the NN model defined in (2) using the
demonstrations;
Obtain test data from a new subject using camera;
Filter the position measurements of the test data using a
Kalman filter to obtain position and velocity estimates
and use them as measurentments ZT ;
Initialize x̂0, P̂0, x̂id0 , and ĝ0;
Define the parameters of the system: μ0, P0, Q, and �z ;
Define the gains for the online update algorithm:
k, α, γ, β1, W , Ux , and Ug ;
while data for the current time step is present do

Read the current measurement zt ;
E-step:
Using the current NN model and the previous
intention estimate ĝt−1, compute x̂t , P̂t , P̂t,t−1 using
the EKF;
M-step:
if Numerical optimization then

Using the estimates obtained from the E-step,
compute ĝt by iteratively maximizing the Q
function defined in (19) over R

3 using (21);
end
if Direct evaluation then

Using the estimates obtained from the E-step,
compute ĝt by maximizing the Q function defined
in (19) over G using (22);

end
Online model update:
Using the intention estimate ĝt from the M-step,
compute the identifier output ˙̂xidt using (23);
Update the current NN model by changing the weights
according to the adaptation laws given in (25);

end

three experiments, the success of a test is determined based
on two criteria: 1) a test is considered successful, if the
algorithm converges to the true intention in half the time it
took the subject to reach the goal location (SC1) and 2) a
test is considered successful, if the algorithm converges to
the true intention before the subject’s hand reaches a sphere
around the goal location with radius equal to the half of the
straight line distance between the start and the goal locations
(SC2). The performance of the algorithm is also evaluated
based on the percentage of tests with correctly inferred inten-
tions with respect to the percentage of trajectory observed.
The aim of each experimental study is described in the
following.

1) The first experiment is conducted to show that the
learned NN model can be used to infer the intention
from new data with different characteristics, such as the
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starting positions of the arm, motion profiles, clutter, and
number of target locations.

2) The second experiment is conducted to test the ANIE
algorithm’s ability to adapt to the motions of new
subjects. The test trajectories are collected from four
different subjects, whose data are not used to train the
NN offline.

3) The third experiment is conducted to validate the ANIE
algorithm on an independent data set. The Cornell’s
CAD-120 data set is used for this purpose.

4) The fourth experiment is conducted to evaluate the
ability of the ANIE algorithm to predict subtask labels
in the Cornell’s CAD-120 data set.

The ANIE algorithm is compared with the two-layer
unsupervised GMM algorithm [13] and the Euclidean
distance-based algorithm in the first three experiments, and
I-LQR and ATCRF algorithms in the fourth experiment.
At every iteration, for the Euclidean distance-based algorithm,
the goal location that has the least Euclidean distance to the
reaching hand of the tracked human skeleton is chosen as an
intention estimate.3 The comparisons are made based on the
intention inference accuracy, the average time of inference, and
the trajectory prediction accuracy. The trajectory prediction
accuracy is evaluated using the dynamic time warping (DTW)
distance [48] between the hand trajectories and the trajec-
tories predicted by the algorithms after observing different
percentages of the trajectories. In Experiment 4, performances
are evaluated using accuracy, precision, and recall. A video
containing some of the results presented in this section can be
found at https://goo.gl/wgMhqN.

A. Experiment 1

In this experiment, the training and testing data are collected
from the same person (Subject 1). A set of 130 arm motion
trajectories reaching for different objects are recorded. The
starting positions of the human arm and the possible goal
locations of the test trajectories are different from each other.
Some of the trajectories involved reaching objects that are
randomly placed close to each other in a cluttered manner.
Some of the recorded arm motions consisted of the subject
initially moving the hand close to an object, but finally
reaching another object. Each trajectory contained roughly
100–125 frames of skeletal data. A set of ten of these
trajectories are used for training an NN. The number of
neurons in the hidden layer is empirically chosen to be 50.
Once the NN is trained, the test data (the remaining 120
trajectories) are used as measurements to infer the underlying
intentions. It should be noted that the total number of frames
for each reaching motion is not fixed, and the intended object
is reached at varying frame numbers. The Q function is
evaluated for all the possible intentions to find the intention
that led to the maximum Q value (direct evaluation method).
The initial mean of the state μ0 is assumed to be a zero vector.
The initial state covariance P0, the process noise covariance Q,
and the measurement noise covariance �z are selected to

3The Euclidean distance-based method does not consider momentum infor-
mation, which can potentially improve its prediction results.

TABLE I

TEST STATISTICS OF EXPERIMENT 1

Fig. 2. Intention inference by numerical optimization of Q function over R
3

for Subject 1.

be 0.2I24×24, 0.1I24×24, and 0.2I24×24, respectively, where I
denotes the identity matrix. The gains for the online learning
algorithm defined in (23) and (25) are selected to be k = 20,
α = 5, γ = 50, and β1 = 1.25, and the adaptation gains
are chosen to be W = 0.1I50×50, Ux = 0.2I24×24, and
Ug = 0.2I3×3. The state estimates are initialized to the same
value as the first measurement z1.

The sampling time for discretization is 1
30 s. For a set

of 20 trajectories, intentions are also inferred by numerical
optimization of the Q function, where g is considered to be
a continuous variable. The intention estimate ĝ is randomly
initialized to one of the four possible intentions. A sample
result of intention estimation using numerical optimization
is shown in Fig. 2. The numerical optimization algorithm at
each time step is run for five iterations. For different sample
tests, Figs. 3–5 show the sequences of images at various time
instances and indicate the corresponding intention estimates
for various scenarios considered for Experiment 1. At every
frame, the trajectory of the subject’s hand is predicted by
integrating the model forward in time and is overlaid in Fig. 4.
The test statistics of Experiment 1 are given in Table I. The
quadratic deviation of each of the trajectories from correspond-
ing straight lines between the start and the goal locations is
computed. The quadratic deviation between any two sequences
l = [l1, l2, . . . , lN ] and m = [m1, m2, . . . , mN ], where
li , mi ∈ R

n , is given by Dq = ∑
i ||li − mi ||22. It is found

that the average quadratic deviation of the trajectories in the
success cases is 18.51 m2, while the failure cases have an
average quadratic deviation of 31.67 m2.

B. Experiment 2

The second experiment uses data collected from
Subjects 2–5, while only the data collected from Subject 1
are used for training the NN offline. Intention is inferred
using the online learning algorithm to show that the online
learning algorithm can adapt to novel scenarios. A set of 134
arm trajectories reaching for different objects are recorded
for this experiment. The set of trajectories consists of 24
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Fig. 3. Image sequence showing skeletal tracking (red line) and online inference of the goal location (green box). The training and testing data, collected
from the same person, are mutually exclusive and have different initial conditions.

Fig. 4. Image sequence showing the comparison between the ANIE algorithm and the Euclidean distance-based algorithm. The inferred intention of
the ANIE algorithm in each frame is marked by red solid box, while that of the Euclidean distance-based algorithm is marked by a yellow dashed box.
The trajectories predicted by the NN at the specified frames are also overlaid (red dashed line).

Fig. 5. Image sequence showing the intention inferred by the ANIE algorithm (red solid box) and the Euclidean distance-based technique (yellow dashed
box). Four objects are placed in new locations close to each other in a cluttered manner and no new training data are used.

Fig. 6. Image sequence showing skeletal tracking (red line) and online inference of intention, i.e., the goal location (green box) with online model update.
Data from Subject 2, with different initial conditions and motion profiles, are used to test the ANIE algorithm.

reaching trajectories from Subject 2, 18 reaching trajectories
from Subject 3, 12 reaching trajectories from Subject 4, and
80 trajectories from a collaborative desk drawer assembly
task performed by Subjects 4 and 5. The gains for the online
learning algorithm defined in (23) and (25) are selected to be
k = 20, α = 5, γ = 50, and β1 = 1.25, and the adaptation
gains are chosen to be W = 0.1I50×50, Ux = 0.2I24×24, and
Ug = 0.2I3×3. The initial state covariance P0, the process
noise covariance Q, and the measurement noise covariance
�z are selected to be 0.2I24×24, 0.1I24×24, and 0.2I24×24,
respectively. The Q function is optimized using the direct
evaluation method. The test statistics of Experiment 2 are
given in Table II. In Figs. 6–8, sequences of images showing
the inferred intentions are given. The quadratic deviation
of each of the trajectories from corresponding straight lines
between the start and the goal locations are computed. It is
found that the average quadratic deviation of the trajectories

TABLE II

TEST STATISTICS OF EXPERIMENT 2

in the failure cases is 35.4 m2, while that in the successful
cases is 18.67 m2.

C. Experiment 3

A set of 20 sequences (five sequences from each of the
four subjects) with reaching motions are randomly chosen
from Cornell’s CAD-120 data set. Due to the fact that the
CAD-120 data set has only three joints (shoulder, elbow, and
hand) for each arm, the state vector is redefined as xt ∈ R

18

by removing the wrist joint position and velocity from the

Authorized licensed use limited to: UNIVERSITY OF CONNECTICUT. Downloaded on October 29,2022 at 00:44:08 UTC from IEEE Xplore.  Restrictions apply. 



RAVICHANDAR AND DANI: HUMAN INTENTION INFERENCE USING E-M ALGORITHM 863

Fig. 7. Image sequence showing skeletal tracking (red line) and online inference of intention (green box) with online model update (the motion starts from
frame 36). Data from Subject 3, with new and different goal locations, are used to test the ANIE algorithm.

Fig. 8. Image sequence showing the inferred intentions of Subject 4 (yellow dashed box) and Subject 5 (red dashed box) as they are performing a collaborative
desk draw assembly task.

Fig. 9. Image sequence showing the intention inferred by the ANIE algorithm (red solid box) using Cornell’s CAD-120 data set. No part of the CAD-120
data set is used to train the NN offline.

TABLE III

TEST STATISTICS OF EXPERIMENT 3

original state definition. An NN is trained using the same set
of ten trajectories collected from Subject 1 for Experiment 1
with the measurements of the wrist joint removed. However,
no part of Cornell’s CAD-120 data set is used to train the NN
offline. The gains for the online learning algorithm defined
in (23) and (25) are selected to be k = 20, α = 5, γ = 50,
and β1 = 1.25, and the adaptation gains are chosen to be
W = 0.1I35×35, Ux = 0.2I18×18, and Ug = 0.2I3×3.
The initial state covariance P0, the process noise covariance
Q, and the measurement noise covariance �z are selected to
be 0.2I18×18, 0.1I18×18, and 0.2I18×18, respectively. The Q
function is optimized using the direct evaluation method. The
possible goal locations are chosen to be the objects on the table
for each sequence. In Fig. 9, a sequence of images overlaid
with the inferred intentions is shown. The ANIE algorithm is
able to infer the correct intention in 18 tests according to both
SC1 and SC2. The test statistics of Experiment 3 are given
in Table III.

In Fig. 10, the percentage of tests, where the intention is
correctly inferred, is shown as a function of time for the
first three experiments. In order to evaluate the importance
of online learning, the intention inference accuracies of the

ANIE algorithm are compared with and without the online
learning component. The results are shown in Fig. 11. In addi-
tion to the intention inference accuracy, trajectory prediction
accuracy of the ANIE algorithm is evaluated in the first three
experiments. This evaluation is realized by computing the
DTW distance [48] between the hand trajectories predicted
by the NN and the corresponding true trajectories for all the
test trajectories. The DTW distance is computed at various
instances in time based on the percentage of trajectory that
is observed (20%, 40%, 60%, and 80%). The same metric
is also computed for the unsupervised GMM algorithm. The
predicted trajectories are computed by forward propagating
the models in time until the corresponding goal locations are
reached. In Fig. 12, the relationship between the average DTW
distance and the percentage of trajectory observed is shown for
the first three experiments.

D. Experiment 4

The fourth experiment is conducted on the CAD-120 data
set. In this experiment, the ANIE algorithm is used for
labeling subactivities and compared with the I-LQR [15] and
the ATCRF [14] algorithms. For the purpose of comparison,
modifications to the CAD-120 data set are made following the
steps described in [15]. The original CAD-120 data set has
ten subactivities: reaching, moving, pouring, eating, drinking,
opening, placing, closing, cleaning, and null. Each subactivity
is considered to be associated with a goal location in order
to map a goal location predicted by the ANIE algorithm to a
subactivity label. The moving subactivity is considered to be
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Fig. 10. Percentage of tests with correctly inferred intention as a
function of the percentage of trajectory observed over 274 trajectories from
Experiments 1–3.

Fig. 11. Percentage of tests with correctly inferred intention as a function
of the percentage of trajectory observed for the ANIE algorithm with
online learning, and without online learning over 274 trajectories from
Experiments 1–3.

Fig. 12. Average DTW distance as a function of percentage of trajectories
observed over 274 trajectories from Experiments 1–3.

a part of the succeeding subactivity. For instance, if moving
proceeds pouring, the goal of the moving subactivity will be
the location above the container that is being poured into.
Hence the moving subactivity is merged with the subactivity
it proceeds. The null subactivity is ignored, since it is not
driven by a goal location. The opening subactivity is divided
into two subactivities, namely, opening the microwave and
opening a jar, since they have different goal locations. These
modifications result in a total of nine subactivities. The goal
locations of eating and drinking subactivities are chosen to
be the head joint of the tracked human skeleton. The goal
locations of the other subactivities are computed by averaging
over the observed goal locations of the respective subactivity
in the training set. More details about the modifications and
setup can be found in [15]. The data set is randomly divided
into testing and training set with 10% of trajectories being

TABLE IV

COMPARISON RESULTS FROM EXPERIMENT 4

in the test set. The gains of the online learning component
are selected to be the same as Experiment 3. The ANIE
algorithm’s ability to classify the subactivities is evaluated
at different percentages of trajectory that is observed (20%,
40%, 60%, 80%, and 100%). The comparison results are
summarized in Table IV. The performance statistics of the
I-LQR and the ATCRF algorithms reported in [15] are used
for comparison.

VII. DISCUSSION

Four sets of experiments are conducted to evaluate the
performance of the ANIE algorithm with real data collected
using a camera sensor and the CAD-120 data set. In the first
three experiments, the ANIE algorithm outperforms both the
unsupervised GMM algorithm and the Euclidean distance-
based approach. In the first experiment, the ANIE algorithm
resulted in 12 (according to SC1) and 14 (according to SC2)
unsuccessful tests out of 120 tests as opposed to the unsuper-
vised GMM algorithm that resulted in 24 (according to SC1)
and 29 (according to SC2) unsuccessful tests. The test data
for Experiment 1 involve objects randomly placed close to
each other in a cluttered manner and confusing trajectories that
approach a certain location initially and then change course to
ultimately reach a different location. The ANIE algorithm is
still able to infer the correct intention ahead of time in most
cases. The second experiment involved data collected from
four new subjects. The ANIE algorithm resulted in only 13
(according to SC1) and 14 (according to SC2) unsuccessful
tests out of 134 tests as opposed to the unsupervised GMM
algorithm’s 19 (according to SC1) and 21 (according to
SC2) unsuccessful tests. In Experiment 3, conducted on the
CAD-120 data set, the ANIE algorithm resulted in 2 (accord-
ing to SC1 and SC2) unsuccessful tests out of 20 tests as
opposed to 3 (according to SC1 and SC2) unsuccessful tests
of the unsupervised GMM algorithm. In addition to inten-
tion inference accuracy, the ANIE algorithm also performs
better in terms of trajectory prediction accuracy. The ANIE
algorithm’s average DTW distances, computed over the first
three experiments, between the predicted and the true trajec-
tories at the given time instances are 22.79, 18.66, 10.19, and
2.21, while those of the unsupervised GMM algorithm are
24.44, 20.20, 11.26, and 3.80.

For the first three experiments, the NN is trained using
the data collected from Subject 1 of Experiment 1. Hence,
it is challenging to learn mappings that are generalizable
to new instances. The online learning component improves
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the performance of the ANIE algorithm for the novel cases.
The initial hand locations of the testing data are considerably
different from that of the training data. The average Euclidean
distance between the initial hand locations of all 254 test
trajectories and the average of the initial hand locations of
the 10 trajectories of the training data is found to be 0.46 m.
The experimental results show that the ANIE algorithm can
be used in generic scenarios, where the subject and other
characteristics are different than what the NN is trained
for. In the first three experiments, the ANIE algorithm and
the unsupervised GMM algorithm outperform the Euclidean
distance-based method. This comparison points out the need
for learning the dynamics of reaching motion. The Euclidean
distance-based approach failed in many cases, where the
objects are placed close to each other and where objects are
placed on the way to reach the target object. In contrast, the
ANIE algorithm and the unsupervised GMM algorithm are
able to infer the true goal locations ahead of time in such
instances by learning the new trajectories online. The failure
cases (according to SC1 and SC2) of the ANIE algorithm in
our experiments can be related to complicated motions that
are not typical arm motions represented by the large average
quadratic deviation of the arm trajectories from a straight
line connecting the starting and end locations. The average
quadratic deviations are found to be 18.51 m2 (Experiment 1)
and 18.51 m2 (Experiment 2) for the successful tests compared
with 31.67 m2 (Experiment 1) and 35.4 m2 (Experiment 2)
for the unsuccessful tests. The nontypical arm motions are the
outliers in the data representation to the NN.

In Experiment 4, the ANIE algorithm is shown to be capable
of labeling the subtasks on the CAD-120 data set. The com-
parison results indicate that the ANIE and I-LQR algorithms
perform better than the ATCRF algorithm. Furthermore, the
I-LQR algorithm performs better than the ANIE algorithm
when 20% and 40% of the trajectory is observed, while the
ANIE algorithm does better after observing 60% and 80% of
the trajectory. It is believed that since I-LQR algorithm is a
maximum a posteriori estimator with heuristically designed
priors, it works better for 20% and 40% observed trajectory
cases. Whereas the online learning component of the ANIE
algorithm is believed to be a reason for improved performance
of ANIE algorithm for 60% and 80% of trajectory observed.

VIII. CONCLUSION

A new methodology called the ANIE is presented to infer
human intentions denoted by the goal locations of reach-
ing motions using an NN-based approximate E-M algorithm
with online model learning. NNs are used to model the
nonlinear human arm motion dynamics. An identifier-based
online learning algorithm is developed to iteratively learn
new motion dynamics as new measurements become avail-
able. The experimental results show that online learning can
improve the intention inference results for new human subjects
with different initial conditions, motion profiles, and goal
locations. Comparison of the ANIE algorithm on Cornell’s
CAD-120 data set with unsupervised GMM and Euclidean
distance-based approach shows better performance of ANIE
algorithm. It is observed that the ANIE algorithm is capable of

predicting subtask labels in the Cornell’s CAD-120 data set.
The labeling results are compared with the I-LQR and the
ATCRF algorithms. A real-time implementation of the ANIE
algorithm on the Baxter robot and sensor fusion strategies to
take advantage of other cues, such as head pose and eye gaze,
will be considered in future work.

APPENDIX A
KALMAN FILTER IMPLEMENTATION

The simple model of human motion from [43] is used
to design and implement a standard Kalman filter. The
state transition model is given by the Taylor series expan-
sion for position, velocity, and acceleration along all the
three axes: Xk ft+1 = Fk f Xk ft + Wk ft , where Xk ft =
[xk ft , ẋk ft , ẍk ft , yk ft , ẏk ft , ÿk ft , zk ft , żk ft , z̈k ft ]T at time t , and

F =
⎡

⎣
B1 03×3 03×3

03×3 B1 03×3
03×3 03×3 B1

⎤

⎦, B1 =
⎡

⎣
1 Ts 0
0 1 Ts

0 0 1

⎤

⎦

and Wk ft is the GP noise with covariance Qk ft given by

Qk ft = qk f

⎡

⎣
B2 03×3 03×3

03×3 B2 03×3
03×3 03×3 B2

⎤

⎦

B2 =
⎡

⎣
1 + T 2

s Ts T 2
s

Ts 1 + T 2
s Ts

T 2
s Ts 1

⎤

⎦

where qk f = 0.02 is the noise strength. The measurement
model for the camera sensor is given by Zk ft = Hk f Xk ft +Vk ft ,
where

Hk f =
⎡

⎣
1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0

⎤

⎦

and Vk ft is the zero-mean Gaussian measurement noise with
covariance [43]

�k f =
⎡

⎣
0.06 0 0

0 0.06 0
0 0 0.06

⎤

⎦

Given these models, a standard Kalman filter is used to obtain
the state estimates X̂k ft .

APPENDIX B
ANALYTICAL JACOBIAN AND HESSIAN OF THE NN

The analytical Jacobian and Hessian of the
trained NN can be derived to be (∂ f /∂st−1) =
W T ((∂σ (U T st−1))/∂st−1) = W T �′(a)U T and ((∂2 f )/
(∂((st−1)i )∂((st−1) j ))) = W T [(�′′(a)U T

i ) ·U T
j ], respectively,

where a = U T st−1; �′(a) is a diagonal matrix with
elements ((∂σ (ai))/(∂ai )) = σ(ai )(1 − σ(ai )); Ui

and U j are the i th and j th rows of the matrix U ,
respectively; �′′(a) is a diagonal matrix with elements
((∂2σ(ai ))/(∂a2

i )) = σ(ai )(1 − σ(ai ))(1 − 2σ(ai )); the
product (�′′(a)U T

i ) · U T
j is a Hadamard product.
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APPENDIX C
GRADIENT OF THE Q FUNCTION

The gradient of the Q function used in the optimization can
be derived as shown in the following:

∇gi Q

= −1

2

T∑

t=1

⎡

⎣

[
∂ Ṽ

∂ f

]T
∂ f

∂gi

⎤

⎦

+ 1

2

T∑

t=1

[[
∂ f

∂gi

]T

[Q−T + Q−1][x̂t − x̄t ]
]

− 1

2

T∑

t=1

⎧
⎨

⎩

[
∂2Ṽ

∂ f ∂gi

]T
∂ f

∂xt−1
+

[
∂ Ṽ

∂ f

]T

× ∂2 f

∂xt−1∂gi

⎫
⎬

⎭
[x̂t−1 − x̄t−1]

+ 1

4

T∑

t=1

tr

{[

[Q−1 + Q−T ] ∂2 f

∂xt−1∂g

]

(26)

× [P̂t,t−1 + [x̂t − x̄t ][x̂t−1 − x̄t−1]T ]
}

− 1

4

T∑

t=1

tr

{[[
∂ f

∂xt−1

]T

[Q−1 + Q−T ] ∂2 f

∂xt−1∂gi

+
[

∂2 f

∂xt−1∂gi

]T

[Q−1 + Q−T ] ∂ f

∂xt−1

+ ∂3 f

∂xt−1∂x T
t−1∂gi

∂ Ṽ

∂ f
+ ∂2 f

∂xt−1∂x T
t−1

∂2Ṽ

∂ f ∂gi

]

×
[

P̂t−1 + [x̂t−1 − x̄t−1][x̂t−1 − x̄t−1]T
]}

.

APPENDIX D
STABILITY ANALYSIS

Assumption 1: The ideal weights of the NN are bounded by
known positive constants [49].

Assumption 2: The function reconstruction error ε (·) and
its derivatives with respect to its arguments are assumed to be
bounded [49].

Remark 1: Assumption 2 can lead to conservative bounds
on the approximation error and the respective partial deriv-
atives. However, in practice, the bound could be decreased
by increasing the number of neurons in the hidden layer
and using the knowledge of how the reconstruction error
changes with increasing the number of neurons in the hidden
layer.

The identification error dynamics can be described by

˙̃xt = W T σ(U T st ) − Ŵ T
t σ(Û T

t ŝt ) + ε(st ) − μt . (27)

A filtered error is defined as

rt � ˙̃xt + αx̃t (28)

and its derivative with respect to time is as follows:
ṙt = W T σ ′

t U T ṡt − ˙̂W T
t σ

(
Û T

t ŝt
) − Ŵ T

t σ̂ ′
t

˙̂U T
t ŝt + ε̇(st )

− Ŵ T
t σ̂ ′

t Û T
t

˙̂st − krt − γ x̃t − β1sgn(x̃t) − α ˙̃xt . (29)

Grouping similar terms in (29) yields

ṙt = Ñt + NAt + N̂Bt − krt − γ x̃t − β1sgn(x̃t ) (30)

where Ñt � α ˙̃xt − ˙̂W T
t σ(Û T

t ŝt )−Ŵ T
t σ̂ ′

t
˙̂U T

t ŝt + 1
2 W T σ̂ ′

t Û T
t

˙̃st +
1
2 Ŵ T

t σ̂ ′
t Û T

t
˙̃st , NAt � W T σ ′

t U T ṡt − 1
2 W T σ̂ ′

t Û T
t ṡt −

1
2 Ŵ T

t σ̂ ′
t U T ṡt + ε̇(st ), and N̂Bt � 1

2 W̃ T
t σ̂ ′

t Û T
t

˙̂st + 1
2 Ŵ T

t σ̂ ′
t Ũ T

t
˙̂st .

To facilitate stability analysis, an auxiliary term NBt is defined
by replacing ˙̂st in N̂Bt by ṡt , ÑBt � N̂Bt − NBt , and NABt =
NAt + NBt . Based on Assumptions 1 and 2, the following
bounds can be obtained [12]:
‖Ñt ‖ ≤ ρ1(‖zt‖)‖zt‖, ‖NAt ‖ ≤ ζ1, ‖NBt ‖ ≤ ζ2

‖Ṅt ‖ ≤ ζ3 + ζ4ρ2(‖zt‖)‖zt‖,
∥
∥ ˙̃xT

t ÑBt

∥
∥≤ ζ5‖x̃t‖2+ ζ6‖rt‖2

(31)

where zt = [x̃ T
t , r T

t ]T , ρ1(·) and ρ2(·) are positive, globally
invertible, and nondecreasing functions, ζi , i = 1, 2, . . . , 6 are
computable positive constants.

Theorem 1: If Assumptions 1 and 2 are satisfied, the iden-
tifier developed in (23) along with its weight update laws
in (25) ensures asymptotic convergence,4 in the sense that
limt→∞ ‖x̃t‖ = 0 and limt→∞ ‖ ˙̃xt‖ = 0, provided the gains
k, γ , β1, and β2 satisfy the conditions γ > (ζ5/α), k > ζ6,
β1 > max(ζ1 + ζ2, ζ1 + (ζ3/α)), and β2 > ζ4.

Proof: Let Vt be a locally Lipschitz function defined as

Vt = 1

2
r T

t rt + 1

2
γ x̃ T

t x̃t + Pvt + Qvt (32)

where Qvt � (α/4)(tr(W̃ T
t −1

W W̃t ) + tr(Ũ T
xt

−1
Ux

Ũxt ) +
tr(Ũ T

gt
−1

Ug
Ũgt ))

Ṗvt = −Lt , Pv0 = β1

n∑

i=1

|x̃0(i)| − x̃ T
0 NAB0 . (33)

Pv0 , x̃0, and NAB0 denote the values of Pvt , x̃t , and NABt ,
respectively, at time t = 0, x̃0(i) denotes i th component
of x̃0, and

Lt � r T
t (NAt − β1sgn(x̃t )) + ˙̃x T

t NBt

− β2ρ2(‖zt‖)‖zt‖‖x̃t‖ (34)

where β2 ∈ R
+. The function derivative V̇t is given by

V̇t = r T
t ṙt + γ x̃ T

t
˙̃xt + Ṗvt + Q̇vt (35)

where Q̇vt = −α
2 (tr(W̃ T

t −1
W

˙̂
tW ) + tr(Ũ T

xt
−1

Ux

˙̂Uxt ) +
tr(Ũ T

gt
−1

Ug

˙̂Ugt )). By substituting the expressions from (28),
(29), (33), and (34), (35) can be rewritten as follows:

V̇t = r T
t (Ñt + NAt + N̂Bt − krt − γ x̃t − β1sgn(x̃t ))

+ γ x̃ T
t (rt − αx̃t ) + Q̇vt − ˙̃xT

t NBt

− r T
t (NAt − β1sgn(x̃t )) + β2ρ2(‖zt‖)‖zt‖‖x̃t‖. (36)

On cancelations and simplifications, (36) is given by

V̇t = r T
t Ñt + ( ˙̃x T

t + αx̃ T
t

)
N̂Bt − k‖rt‖2 − αγ ‖x̃t‖2

− ˙̃x T
t NBt + β2ρ2(‖zt‖)‖zt ‖‖x̃t‖ + Q̇vt . (37)

4For the stability analysis of the identifier, g is assumed to be known from
the E-M algorithm and so it is treated as a known parameter.
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By defining ÑBt = N̂Bt − NBt , (37) is rewritten as

V̇ = r T Ñt + ˙̃xT
t ÑBt − k‖rt‖2 − αγ ‖x̃t‖2

+ β2ρ2(‖zt‖)‖zt‖‖x̃t‖ + αx̃ T
t N̂Bt + Q̇vt . (38)

On redefining N̂Bt = 1
2 W̃ T

t σ̂ ′
t Û T

xt
˙̂xidt + 1

2 W̃ T
t σ̂ ′

t Û T
gt

˙̂gt +
1
2 Ŵ T

t σ̂ ′
t Ũ T

xt
˙̂xidt + 1

2 Ŵ T
t σ̂ ′

t Ũgt

T ˙̂gt and substituting the update
equations from (25), (38) is given by

V̇t = r T
t Ñt + ˙̃x T

t ÑBt − k‖rt‖2 − αγ ‖x̃t‖2

+ β2ρ2(‖zt‖)‖zt ‖‖x̃t‖
+ α

2
x̃ T

t

(
W̃ T

t σ̂ ′
t Û T

xt
˙̂xidt + W̃ T

t σ̂ ′
t Û T

gt
˙̂gt

+ Ŵ T
t σ̂ ′

t Ũ T
xt

˙̂xidt + Ŵ T
t σ̂ ′

t Ũgt

T ˙̂gt
)

(39)

− α

2

(
tr
(
W̃ T

t σ̂ ′
t Û T

xt
˙̂xidt x̃

T
t

) + tr
(
W̃ T

t σ̂ ′
t Û T

gt
˙̂gt x̃

T
t

)

+ tr
(
Ũ T

xt
˙̂xidt x̃

T
t Ŵ T

t σ̂ ′
t

) + tr
(
Ũ T

gt
˙̂gt x̃

T
t Ŵ T

t σ̂ ′
t

))
.

Using the cyclic property of the trace operator and the bounds
defined in (31), (40) is rewritten as

V̇t ≤a.e. −αγ ‖x̃2
t ‖ − k‖r2

t ‖ + ρ1(‖zt‖)‖zt‖‖rt‖
+ ζ5‖x̃t‖2 + ζ6‖rt‖2 + β2ρ2(‖zt‖)‖zt‖‖x̃t‖. (40)

The right-hand side of (40) is continuous almost everywhere
except the Lebesgue measure zero set of times when x̃t = 0.
Substituting for k � k1 + k2 and γ � γ1 + γ2 and completing
the squares

V̇ ≤a.e. −(αγ − γ5)‖x̃2
t ‖ − (k1 − γ6)‖rt‖2

+ ρ1(‖zt‖)2

4k2
‖zt‖2 + β2

2ρ2(‖zt‖)2

4αγ2
‖zt‖2. (41)

If the conditions γ > (ζ5/α), k > ζ6, β1 > max(ζ1 + ζ2, ζ1 +
(ζ3/α)), and β2 > ζ4 are met, then V̇t can be upper bounded
as follows:

V̇t ≤a.e. −λ‖zt‖2 + ρ(‖zt‖)2

4η
(42)

where λ � min{αγ1 −ζ5, k1 −ζ6}, η � min{k2, ((αγ2)/(β
2
2 ))},

and ρ(‖zt‖)2 � ρ1(‖zt‖)2 + ρ2(‖zt‖)2. A semiglobal asymp-
totic stability of the error dynamics in (27) can be shown using
the inequalities in (41) and (42), which yields ‖x̃t‖ → 0,
‖ ˙̃xt‖ → 0, and ‖rt‖ → 0 as t → ∞ [12].
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